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Thinking Fast and Slow

• Dual modes of thinking: 
• System 1 (intuitive and fast) and System 2 (rational and 

slow).      --- Daniel Kahneman 

• Currently, LLMs align more closely with System 1, thereby potentially 
explaining their limitations in confronting complex tasks.

• In response to these limitations, several methods have been proposed to 
mimic human cognitive processes, such as CoT, CoT-SC, ToT, etc.



Chain-of-Thought Prompting

In the pioneering work on chain-of-thought 
reasoning, Wei et al. (2022) emphasized the 
importance of incorporating multi-step 
reasoning paths before generating definitive 
answers. 

By few-shot examples, or simply prompting 
“Let’s think step by step”.

In a progression from this, Wang et al. 
(2022b) introduced self-consistency, a 
sophisticated decoding strategy based on 
majority voting.



Tree of Thoughts

Tree-of-Thought (ToT) models the solving 
process as a thought search tree (Yao et al., 
2023; Long, 2023). In addition, dedicated 
datasets have been created to provide stepwise 
guidance in model training (Lightman et al., 
2023). 

Nevertheless, these methods do not have a site 
for storing intermediate results, assuming that 
all the thoughts form a chain or a tree, which 
does not fully capture the human thinking 
process.



Cumulative Reasoning (CR)

Our CR method uses three distinct types of 
LLMs:

1. Proposer: This model suggests the next 
step based on the current context.
2. Verifier(s): This model or set of models 
scrutinizes the accuracy of the step put 
forward by the proposer. If the step is 
deemed correct, it will be added to the 
context.
3. Reporter: This model determines when 
the reasoning process should be concluded, 
by accessing whether the current conditions 
can directly lead to the final solution.



Why CR Works?

CoT

ToT

CR

Suppose breadth = n,



𝑷𝑪𝒐𝑻 ≤ 𝑷𝑻𝒐𝑻 ≤ 𝑷𝑪𝑹
Suppose breadth = n,

From the right plot, it is easy to prove the proposition, hence we conclude that

𝑷𝑪𝒐𝑻 ≤ 𝑷𝑻𝒐𝑻 ≤ 𝑷𝑪𝑹

proposition
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Thinking Fast and Slow

• Dual modes of thinking: 
• System 1 (intuitive and fast) and System 2 (rational and 

slow).      --- Daniel Kahneman 

• Interaction between systems: System 1 (Proposer) generates intuitions 
that are endorsed or corrected by System 2 (Verifier), and pure System 2 
(Verifier) can be lazy or depleted and needs intuitions from System 1 
(Proposer)

• Verifiers can be implemented with symbolic systems or just LLMs



First-Order Logic Inference



First-Order Logic Inference with CR



Limitations of First-Order Logic Resolution

• Premises: 
• Alex was born on June 1st, 2000.
• Alex is a British writer.

• Hypothesis: Alex was born on June 1st , 2001.

• Judge whether the Hypothesis is correct or not.

• FOL Resolution gives [Unknown]
• It does not make sense!



Limitations of FOL in Handling Natural 
Language Inference

Wrong!

Around 13.8% 
of the FOLIO 
wiki dataset



Results on FOLIO wiki dataset



Results on FOLIO wiki curated dataset



Limitations of First-Order Logic Resolution
• Limitations of Expressiveness: First-order logic (FOL) lacks the expressive power to 

capture some properties of the real numbers. For example, properties involving 
uncountably many real numbers often cannot be expressed in FOL. In addition, properties 
requiring quantification over sets of real numbers or functions from real numbers to real 
numbers cannot be naturally represented in FOL.

• Translation Misalignment: Risk of semantic discrepancies during translation, rendering 
resolutions ineffective. For instance, translating statements as ∀𝑥	𝐵𝑖𝑟𝑑 𝑥 ⇒ 𝐶𝑎𝑛𝐹𝑙𝑦 𝑥  
and ∀𝑥 𝐹𝑙𝑦 𝑥 ⇒ 𝑊𝑖𝑛𝑔𝑠 𝑥  may cause a misalignment between "CanFly" and "Fly“, 
leading to flawed conclusions. It often fails to capture the full richness and ambiguity of 
natural language. (see https://en.wikipedia.org/wiki/First-order_logic#Limitations)

• Undecidability: The general problem of determining the truth of a statement in FOL is 
undecidable, constraining its applicability for automated reasoning in complex systems.
(connected to halting problem: http://kilby.stanford.edu/~rvg/154/handouts/fol.html)

https://en.wikipedia.org/wiki/First-order_logic
http://kilby.stanford.edu/~rvg/154/handouts/fol.html


Higher-Order Logic Inference with CR
Crafting higher-order logic programs that are 
solvable by symbolic systems is a daunting 
task, even for experts.

It is also challenging for Large Language 
Models (LLMs) to write these intricate 
programs effectively.

Using Formal Theorem Provers based on 
Higher-order (Categorical) Logic and 
(Dependent) Type Theory ups the ante, making 
it exponentially harder.

However, CR solves these problems pretty well 
without resorting to symbolic systems, just like 
the way humans think.



AutoTNLI dataset

• Temporal Logic
• Mathematical Reasoning
• Common Knowledge



Results on AutoTNLI dataset



Game of 24

• Combine four specified integers using basic arithmetic operations to get 
the number 24.



CR on Game of 24



Compare with ToT

• Each iteration, generates at most one newly reached state.

• CR allows the LLM to determine the search depth autonomously, and 
performs different search widths on different layers of the search tree.



Why CR?

1, 3, 9, 9 𝐴𝑛𝑠𝑤𝑒𝑟: 9 ÷ 3 ∗ 9 − 1 = 24
Direct

𝑉𝑆

1, 3, 9, 9

𝑝

1, 3, 9 𝐴𝑛𝑠𝑤𝑒𝑟: 3 ∗ 9 − 1 = 24
𝑝% 𝑝&



Why CR?



Results on Game of 24



Mathematical Reasoning on MATH with CR



Mathematical Reasoning on MATH with CR

+42%!



Mathematical Reasoning on MATH with CR

For official implementations, please refer to: 
https://github.com/iiis-ai/cumulative-reasoning



Thanks!


